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1 Introduction

As digital data and computing power become less expensive and as the premium on human time
climbs ever higher, research in natural language processing has turned toward unsupervised meth-
ods of solving some of its most fundamental tasks including part of speech (POS) tagging and
dependency parsing.

Unsupervised dependency parsing frequently assume that input sentences have already been labeled
with POS tags. Likewise, most unsupervised POS taggers (including those proposed by [1] and [2])
either produce numeric labels on words without providing a mapping to POS tags or they rely on
language specific lexical information such as lists reporting the possible tags that some or all of the
words can take. However, linguists have devoted decades of research toward identifying features of
word order in various languages and toward understanding principles that influence the structure of
natural languages in general [3] [4].

We suggest two lexicon independent sources for prior information in unsupervised POS tagging.
First we discuss the notion of class “openness” cues and show dramatic improvements in unsuper-
vised POS tagging performance over a basic HMM style model on a Portuguese dataset. Secondly,
we review the linguistic notion of language word order features and show results that suggest that
using such rules can allow an unsupervised POS tagger to correctly assign actual POS labels (rather
than arbitrary numeric labels) to at least some word classes without any lexicon or prior knowledge
of any words in the vocabulary.

2 Related Work

Before presenting our models, we list a few interesting deviations from the typical dependence on
POS tags for unsupervised dependency parsing and the significant lexical information for POS tag-
ging that we refer to in the introduction. [5] attain good results by parsing directly at the text level
rather than the POS level and so avoid the need for POS tags in parsing. Others have reported re-
sults of unsupervised parsers on automatically induced syntactic clusters of words. In unsupervised
POS tagging, [6], [7], and others show the effects on accuracy of varying the amount of dictionary
information given to the tagger. [8] presents an approach that reduces his tagger’s dependence on
lexical information. None of these, however, attempt to disambiguate POS classes with no lexical
prior information.

3 Models and Motivation

We begin with a generative story for a basic HMM approach to unsupervised POS tagging. The
first tag of the sentence is generated given that it is the first tag of the sentence, and the first word
is emitted given the generated tag. Each subsequent tag is then generated in turn given the tag
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Figure 1: HMM graphical model.

immediately preceding it, and for each generated tag, a word is emitted given that tag. Figure 1
shows the basic HMM graphical model.

POS tagging can be seen as a clustering of word instances from a document into groups that share a
particular POS tag. Inferring POS tags using the HMM structure described above encourages each
cluster to primarily contain instances of just a few word types while encouraging only a few tags to
have high probability of following any given tag.

We now discuss our contribution of two additional categories of linguistic properties that lead to
improvements to this basic model.

3.1 Tag Openness

Some parts of speech, like nouns, verbs, adjectives, and adverbs are constantly being expanded as
words are created in the language. Other parts of speech, like articles, pronouns, and prepositions
are basically closed, and it would be rare for people to stumble upon a new closed-class word in
their native language that they have not seen before.

Motivated by this observation, we propose the following three additional properties that we would
like to find in a POS clustering of word instances.

1. Some clusters should represent closed-class tags and some should represent open-class tags
2. In clusters representing closed-class tags we expect to find only a few word types and a

disproportionately large number of word instances
3. In clusters representing open-class tags we expect to find a large variety of word types and

a more proportionate number of word instances

To encourage these properties, we propose the modified graphical model shown in Figure 2. The
basic HMM already imposes the restriction that we decide a priori on the number (T ) of clusters
(POS tags) with which we will label the data. Our model now includes T additional nodes which
can take binary values representing the openness of the tag to which it corresponds. Our generative
story is now modified such that, a word is generated given its tag and the openness of the tag. In
addition to affecting which tag distribution the word is sampled from, the smoothing parameter on
closed-class words is smaller than for open-class words since we do not expect to see “unfamiliar”
closed-class words. In our experiments, we treat the openness of clusters as observed and we allocate
half of the clusters as closed-class and half as open-class.

Finally, we postulate that the openness of a given node will have predictive value in guessing what
the openness of the next node will be. To model this, we introduce an additional openness node for
each word node. The value of this openness node is generated given the openness of the previous
node, and we employ a product-of-experts to generate a word given its tag, its openness, and the
assumed openness of its tag. Specifically if tn is the tag on the nth word, on is the local predication
of its openness, and g1, ..., gT are the global assumptions of the openness of the corresponding tags,
then P (wn|tn, on, g1, ..., gT ) = P (wn|tn, on, gtn) is factored as P (wn|tn, on)P (wn|tn, gtn).
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Figure 2: HMM graphical model with openness.

3.2 Language Word Order Features and Cluster Labeling

While we expect the principles of tag openness to be generally applicable across languages, we now
explore another category of linguistically motivated prior information which is language dependent,
but which may be easily available for many languages and perhaps inferred for others. This category
of information includes language word order tendency features. The following two examples of this
type of feature apply both to English and to Portuguese:

1. Since English has prepositions rather than postpositions, in an adpositional phrase, such as
“to the old store”, the adposition (“to”) tends to precede the noun of the phrase (“store”)

2. If an article is used in referring to a noun (for example “the angry dog”), the article (“the”)
tends to come before the noun that it modifies (“dog”)

Although we will see that modeling tag openness helps to dramatically improve the model’s ability
to cluster the word instances into POS tag groups, we are interested in a way for us to identify which
of the resulting clusters corresponds to nouns, to articles, or to prepositions. In general, however,
previous work has not attempt to perform this identification without using lexical information such
as labeled seed words or partial tag dictionaries. Using the ordering information encoded in these
rules we extend our model in an attempt to identify the three parts of speech used in our two rules
above (i.e. noun, article, and preposition).

An alternative to the basic HMM generative story is to begin with building a tree that reflects how
many words will be generated in the sentence and how those words will relate syntactically to one
another (i.e.. the structure of a dependency parse). Tags and words are then generated as in the basic
HMM case except that we start with the root node of the tree and children tags are generated given
parent tags; as in the basic HMM case, each word is then generated given its tag.

Although it may seem odd to assume a correct dependency parse tree when undertaking unsuper-
vised POS tagging, we note that unsupervised parsers often assume correct POS tags to infer a tree
structure and that our approach merely works on the other half of the same problem, inferring the
POS tags given the tree structure. We leave to further work experiments in bootstrapping this process
or in the joint inference of both tags and trees, but we note that unsupervised dependency parsers
exist which do not rely on named POS labels [9], so the following is one potential bootstrapping
approach :

1. Use HMM based unsupervised POS tagger to assign numbers as POS tags to word instances
(without using the dependency tree structure)

2. Use unsupervised dependency parser on current tagging to infer a dependency parse struc-
ture over the sentences

3. Use tree based unsupervised POS tagger to assign POS tags to word instances
4. If not converged, repeat from (2)

Assuming a given tree structure, we can now know, for example, that the parent of the word “the”
in the example above is the word “dog”. Furthermore, we can see that having the child on the left
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of the parent is consistent with a “noun” label for “dog” and an “article” label for “the”. Having the
child on the right of the parent would not be consistent with that tagging.

We now modify the tree HMM generative story so that the tree is built as tags are generated. In
particular, as each child node in the tree is created and its tag is generated, the decision of whether
to place the child to the left or to the right of the parent node is made according to some probability
distribution, P (Direction|Tag, ParentTag). Since the direction variable in our new model is
observed, the true direction will be able to work with our two word order rules to influence the
tagging and to identify the three POS tags used in our rules. Figure 3 shows the final graphical
model.
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Figure 3: Tree HMM graphical model with openness and direction.

We now encode our two rules by arbitrarily picking a distinct tag id for each of the three parts
of speech in our rules and assigning a steep prior probability for P (Direction = left|Tag =
article, ParentTag = noun) and P (Direction = right|Tag = noun, ParentTag =
preposition).

The final piece of information that we give our model is that the tag id named “noun” should have a
global openness value of “open”, and that the tag ids we named “preposition” and “article” should
each have a global openness value of “closed”.

4 Experiments and Results

Experiments on multiple languages and tag sets would certainly be appropriate in evaluating our
model changes and the usefulness our word-order rules and the openness information. In this
abstract, however, we focus only on the their effect on the Portuguese portion of the CONLL
2007 [10], [11] training data which consists of 206678 tokens divided among 16 tags (however the
four least frequent tags occur only 48 times in total). Nouns are the most frequent tag representing
≈ 18.84% of the dataset.

To visualize the effects of our model changes on classification accuracy, Figure 4 shows the tagging
accuracy over the first 200 iterations of Gibbs sampling using the various models. The accuracies
reported are found by using the gold tagging to align each of our clusters with exactly one of the
POS tags in the gold tag set. Note, the alignment is optimal in the sense that there is no single swap
of cluster labels that would result in an alignment yielding a higher accuracy. Each curve is the
average accuracy over three runs.

In Figure 4, we see that adding the openness information to the model helps the basic model signifi-
cantly. Also, while the direction rules do not appear to be helping with clustering accuracy, Figure 5
shows the main contribution of these rules, comparing the two models which incorporate rules with
the baseline of labeling everything as a noun. As discussed, one of the unique features of this work
is our ability to identify some of the clusters as representing particular POS tags and the direction
rules give the model information that can help in this identification. For the curves in Figure 5, word
instances which were labeled with POS tags that did not have relevant direction rules, were counted
as mistagged. The curve labeled “extra rules” incorporates direction rules in addition to the two that
we discussed earlier.
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Figure 4: Comparison of models after swapping tags to find best correspondence.
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Figure 5: Comparison of direction rule models without swapping tags.

5 Conclusion

While our results are not meant to compete with the state of the art, we have shown that incorporating
the notion of POS tag openness into an unsupervised POS tagger dramatically improves its ability
to cluster word instances in our Portuguese dataset into POS tag clusters. We also have proposed the
use of language word-order features in conjunction with the structure of the dependency parse tree as
a source of further prior knowledge and as a novel method of assigning POS names to unsupervised
POS clusters without relying on lexicon specific information.
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